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B.l

THE VIDEO SIGNAL AND BITSTREAMS: FORMAT
AND FEATURES

Conventional video carriers and formatting

Conventional video carriers and the video signal

A number of important and commonly encountered video carrier formats are the subject
of part C, presented later in IASA-TC 06.Those sections explain how the formatting of
both the carrier and the video signal that it carries are entwined and interdependent.
Nevertheless, it is possible to consider the video signal separately,and such a considera-
tion is the subject of this section.

This discussion of signal is intended, first, to provide an introductory answer to the
question What is video? And, in this initial edition of the guideline, this means emphasiz-
ing analogue video. Second, and more important for IASA-TC 06, this section is drafted
with preservation digitisation in mind, i.e., to call out the technical features of source
recordings that must be considered when making copies, and to identify the features
(like captions) that many archives will wish to retain in order to ensure that their pres-
ervation copies are complete and authentic. In addition, section B.1.4.2 discusses three
“added” entities that are not part of the video signal as found on conventional carriers,
described here because they often have a preservation value similar to that derived
from elements captured and retained from the source recording.

Sidebar: the noun video

B In ordinary language, the word video is used in various ways; there is often
ambiguity about the referent.

B Sometimes video is used in a broad way to name an entire entity or package.

B Sometimes video is used more narrowly to name one or more selected ele-
ments within the entity, e.g., the picture or the picture-and-sound.

B Since the video signal may include a number of components beyond picture
and sound, e.g., captions (subtitles) and time code, this document occasional-
ly uses the term video payload to remind readers about the important added
data that may be part of a video recording.

B For specialists in the field, the nouns video and signal are understood to be
the names of classes of entities, each with several members.

B.1.1.2 Conventional carriers compared to file-based video

This initial release of IASA-TC 06 concerns the preservation of video on conventional
carriers (generally videotapes), and it discusses the main types of video signals encoun-
tered during the time period in which videotape prevailed. The heyday for videotape
began in the early 1950s and continued to the mid- to late-1990s, although there were
earlier glimmerings, and, to a degree, videotape continues to be used at the time of this
writing. In the 1990s, file-based video systems began to come to the fore.

The distinction between videotape carriers and file-based digital video is tricky.
Conventional videotapes may carry either analogue or digital signals. Recordings in
these formats are media-dependent, i.e., the formatting of the carrier and the signal are
interdependent. In contrast, file-based video, which only exists in digital form, contains
signal—or perhaps more accurately bitstreams—formatted independently of the stor-
age media. (See also File-based digital video recordings, section A.1.2.2.2 above).
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B.1.1.3

What about the formatting of file-based digital video? Although not a topic for this edi-
tion of IASA-TC 06, it is worth noting that, compared to videotape formats, file-based
video includes new factors that preservation-minded archives must consider:

B First, some components have been added, e.g., embedded fixity data (often
frame by frame) to support tools that maintain content integrity.

B Second, the arrival of file-based digital video has expanded the range and
diversity of picture and sound elements, including options such as Ultra High
Definition (UHD) resolution, High Dynamic Range (HDR) tonal representa-
tion, and “immersive” sound.

B Third, the expansion noted in the previous bullet has, in turn, motivated an
extension of embedded technical metadata.' In the past, with media-depend-
ent videotapes, the data needed for proper playback and some technical
metadata was embedded in the signal, generally as ancillary data carried in
the brief intervals between fields (see section B.1.3.2 below).With file-based
video, some signal-based (or bitstream-based) metadata carriage continues,
albeit employing different structures and encodings. (This topic receives
some discussion in sections B.3, in connection with file-based digital target
formats for preservation.) At the same time, digital files also carry technical
metadata in the file wrapper, often embedded as a file header.

Meanwhile, the digital era has also brought computer-generated imagery (CGI) to
prominence.When this type of imagery is integrated into video productions destined
for broadcast or theatrical projection, CGI technical characteristics are adjusted to
match those of live-action video production created with broadcast or theatre in mind.
In other applications—for example, some video games—the CGl technical characteris-
tics may not be constrained in that way. In cases like these, moving image CGI material
employs raster sizes, frame rates, brightness, and colour ranges that go beyond the
limits associated with “normal” video. This topic is not discussed in IASA-TC 06.

Broadcast standards and the formatting of video recordings

The descriptions of common features in section B.1.2 and B.1.3 highlight the close
relationship between broadcast rulemaking, especially in the United States and Europe,
and its influence on the production and formatting of video recordings.

Rules promulgated by the U.S. Federal Communications Commission (FCC) are sup-
ported by a variety of standards from the Society of Motion Picture and Television
Engineers (SMPTE) and made manifest in the design and development of video record-
ing devices and signal/payload formatting. In the U.S., many important technical details
were given shape by the National Television System Committee (NTSC), established
by the FCC in 1940 to resolve the conflicts that emerged when analogue television
systems became a national phenomenon. Subsequent NTSC specifications were central
to the development of colour television in the 1950s.

Inthe United Kingdom,broadcast rulemakingis one role for the Office of Communications
(“OfCom”). In Europe and in many other regions that do not employ NTSC specifica-
tions, regulations have been promulgated by the Comité Consultatif International pour
la Radio (or Consultative Committee on International Radio, abbreviated as CCIR) or; as
it has been officially named since 1992, the International Telecommunication Union

I The term technical metadata can be used to name a wide range of types of information. In this context,
the term refers to the "core” information found in a file header or its equivalent. This core information
provides video players with facts needed for proper playback, e.g., information about picture resolu-
tion, scanning type (interlaced or progressive), picture aspect ratio, and the presence and types of
soundtracks.
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Radiocommunication Sector (ITU-R). CCIR System B was the broadcast television sys-
tem first implemented in the 1960s and, during the four decades that followed but
prior to the switchover to digital broadcasting, this system was used in many coun-
tries.2 Meanwhile, just as SMPTE provides supporting engineering standards in the U.S,,
the European Broadcasting Union (EBU) provides engineering standards that support
ITU-R regulations.

The broadcast-transmission-related technical rules from the FCC and CCIR did not
specify how video is to be recorded but they influenced the development of vide-
otape recorders and signal/payload formatting. The members of standards committees
in SMPTE and EBU include specialists from hardware and systems manufacturers; these
members and their parent companies thereby help shape the standards, and the overall
process increases buy-in and adoption within the industry. Although never as universal
as one might hope, these relationships also increase the level of standardization in video
recordings.

Standards and specification from other branches of the industry have also influenced
video formatting in our period of interest. One of the most important is RS-170, which
spells out many of the intricacies of the synchronizing and timing of NTSC analogue
composite picture data (see section B.1.2.6).This standard began its life under the aus-
pices of the Electronic Industries Association (later renamed the Electronic Industries
Alliance; EIA),a U.S. trade group for the manufacturers of electronic equipment, includ-
ing television sets. As the standard took shape in the mid-1950s, it was also central to
the NTSC specifications for television broadcasting in the United States, and it influ-
enced parallel developments in other nations to fit the needs of the PAL and SECAM
systems (see section B.1.2.] below). In later years, the RS-170 standard was updated
and republished by SMPTE.?

B.1.2  Analogue video unpacked, part one: key features and variants
Video may be a singular noun but it names a plural and varied set of entities: types of
video. At a high level, these types have some features in common but even these com-
mon features may splinter into subtypes when closely examined.

The sections below (B.1.2.1 through B.1.2.7) and those in the following section (sec-
tions B.1.3.1 and B.1.3.2) describe the most important common features for the video
types that are the subject of this initial version of IASA-TC 06, i.e., those on conven-
tional carriers rather than in file-based form. These nine sections include high-level
information about the feature and offer a sketch of how that feature varies from one
video format type to another. Complete technical information about these features is
beyond the scope of this guideline and often moves into advanced engineering areas.
However, each of the nine common-feature sections includes a list of Wikipedia articles
that provide significant amounts of added (and often excellent) technical information.
Readers are also encouraged to consult the IASA-TC 06 bibliography (Part E) for ad-
ditional references.

2 CCIR also specified systems A, G, H, |, and M, each used in selected nations or regions. System M is the
[TU-R expression of NTSC.

3 RS-170 was first standardized in 1957 by EIA, an organization whose forebears include a trade group
launched in the 1920s when radio broadcasting first came on the scene.The EIA continued until 201 |,
when the diversity of member activities led several subgroups to split off to form trade groups of their
own. In 1994, the RS-170 specification was refined and published as SMPTE standard |70M (new no-
menclature: ST 170), revised in 1999 and 2004 (SMPTE ST 170:2004 - SMPTE Standard - For Television
— Composite Analog Video Signal — NTSC for Studio Applications). The standard's implementation is
supported by the publication of SMPTE Engineering Guideline EG 27, most recently published in 2004.
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B.1.2.1 Illlusion of motion from a stream of still images

B Common feature: Picture data consists of a stream of still-image frames
that, like movie film, create the illusion of motion.

B Variation: Frame rates differ from video system to system. In the analogue
era, frame rates were—to simplify just a bit—30 frames per second in the
United States and Japan (NTSC system) and 25 frames per second in Europe
and many other regions (PAL and SECAM systems).*

When colour came to television broadcasting in the 1950s, the NTSC sys-
tem moved to fractional frame rates. (See also section B.1.3.1 below.) This
frame rate adjustment was motivated by the need to continue to support
the millions of black-and-white television sets already in homes. NTSC en-
gineers played a complex game of mathematics in order to minimize the
interference that resulted from mixing the colour subcarrier frequency with
the sound intercarrier frequency. In terms of frame rate, the outcome was to
divide the old rate of 30 frames per second by 1.001 (the fraction is “30 over
1.001”"), yielding a new frame rate of 29.97 frames per second. Today, after
the arrival of file-based digital video, a wide array of additional frame rates
has come into use, and many specialists hope that fractional frame rates will
slowly be phased out.

B Relevant Wikipedia articles:
https://en.wikipedia.org/wiki/Field_(video)
https://en.wikipedia.org/wiki/Flicker_(screen)
https://en.wikipedia.org/wiki/Film_frame
https://en.wikipedia.org/wiki/Frame_rate
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/NTSC-]
https://en.wikipedia.org/wiki/PAL
https://en.wikipedia.org/wiki/PAL-M
https://en.wikipedia.org/wiki/Persistence of_vision
https://en.wikipedia.org/wiki/SECAM
https://en.wikipedia.org/wiki/Television
https://en.wikipedia.org/wiki/Video

Ooooooooooooo

B.1.2.2 Sound data is carried in parallel with picture data

B Common feature: Most videotapes carry audio in a separate longitudi-
nal track (or tracks) that runs parallel to the recorded picture information. At
first,audio was limited to monaural sound. Stereo was added in the mid-1970s.

By the early 1980s, broadcasters sought to transmit additional audio chan-
nels and Multichannel Television Sound (MTS) was added to the NTSC
broadcast specifications in the United States in 1984 and was added to
some PAL broadcast systems (in Europe and other regions) at about the
same time. The additional tracks may support surround sound, soundtracks
in which the spoken content is in “other” languages, or special features like
Descriptive Video Service (DVS).

4 PAL s an acronym for Phase Alternating Line, while SECAM stands for Sequential Coleur avec Memoire
(Sequential Colour with Memory).These two systems arose in order to support colour television (like
the second round for NTSC), and they receive additional discussion in sections B.1.2.3,B.1.2.6,B.1.2.7,
and B.1.3.1.1.
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https://en.wikipedia.org/wiki/Field_(video)
https://en.wikipedia.org/wiki/Flicker_(screen)
https://en.wikipedia.org/wiki/Film_frame
https://en.wikipedia.org/wiki/Frame_rate
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/NTSC-J
https://en.wikipedia.org/wiki/PAL
https://en.wikipedia.org/wiki/PAL-M
https://en.wikipedia.org/wiki/Persistence_of_vision
https://en.wikipedia.org/wiki/SECAM
https://en.wikipedia.org/wiki/Television
https://en.wikipedia.org/wiki/Video

B Variation: The broadcast MTS requirement was reflected in the capabili-
ties of tape formats. On some videotapes, added channels for audio may be
recorded as additional longitudinal tracks. On others, the added sound data
is modulated into the stream of picture information. For example, Betacam
SP offered Audio Frequency Modulation (AFM) to provide four tracks.
Meanwhile, the VHS and Hi8 tape formats offered HiFi audio. The added
tracks in the HiFi system sometimes carried added sound information and
sometimes simply provided higher-fidelity versions of the same sound data
as the “normal” tracks. The number of audio tracks varies from one system
to another; as noted, some are longitudinal and some are modulated into
the picture data. In addition, some recordings employ Dolby or other noise
reduction systems. In the digital realm, this variation increases and the digital
encoding of the sound varies from instance to instance.

B Relevant Wikipedia articles:
https://en.wikipedia.org/wiki/Descriptive_Video_Service
https://en.wikipedia.org/wiki/Digital _audio
https://en.wikipedia.org/wiki/Second audio_program
https://en.wikipedia.org/wiki/Multichannel_television_sound
https://en.wikipedia.org/wiki/VHS

ooooao

B.1.2.3 Picture data consists of sets of horizontal scan lines

B Common feature: Video pictures are presented on a display monitor
(“television set” or computer screen) as a series of horizontal lines that
make up a rectangle, similar but not identical to the grid of pixels that com-
prise the rectangle in a digital still image. Both the video line-based image
and the still image pixel set are referred to as a raster (more or less, a grid).
During most of the period when conventional carrier formats prevailed, the
picture presentation was interlaced (see section B.1.2.4), and the full set of
scan lines consisted of two fields. The scan lines that include the actual image
in a pictorial sense are referred to as active video. Other lines carry what is
called ancillary data; see B.1.3.2.

B Variation: The quantities of lines differ from system to system.The NTSC
format includes 525 lines per frame, with active video consisting of 486 lines
(some authorities state 483). PAL and SECAM have 635 lines per frame, of
which 576 are active video.

These variations have increased dramatically with the arrival of digital video.
The digital signal data also varies in how horizontal scan lines are encoded:
the sequence of pixels for a given line may have different shapes (square,
non-square).® In digital formats, the number and aspect ratio of the pixels, the
number of pixels per line, and the number of lines, govern the aspect ratio
of the picture as a whole. In the digital broadcast specification promulgated
by the Advanced Television Systems Committee (ATSC), for example, the
standard definition variant employs scan lines with progressive (non-inter-
laced) scan, usually abbreviated 480p, and this picture type may have either
square or non-square pixels.

5 Katherine Frances Nagels provides an excellent explanation of pixel and picture aspect ratios in PAR,
SAR, and DAR: Making Sense of Standard Definition (SD) video pixels (Nagels: 2016). The Wikipedia article
"Pixel Aspect Ratio" also offers a good introduction and links to other sources of information, https:/
en.wikipedia.org/wiki/Pixel aspect ratio, accessed 24 November 2017.
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https://en.wikipedia.org/wiki/Descriptive_Video_Service
https://en.wikipedia.org/wiki/Digital_audio
https://en.wikipedia.org/wiki/Second_audio_program
https://en.wikipedia.org/wiki/Multichannel_television_sound
https://en.wikipedia.org/wiki/VHS
https://en.wikipedia.org/wiki/Pixel_aspect_ratio
https://en.wikipedia.org/wiki/Pixel_aspect_ratio

B Relevant Wikipedia articles:
https://en.wikipedia.org/wiki/480p
https://en.wikipedia.org/wiki/Aspect_ratio_(image)
https://en.wikipedia.org/wiki/High-definition_television
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/PAL
https://en.wikipedia.org/wiki/Pixel_aspect_ratio
https://en.wikipedia.org/wiki/SECAM
https://en.wikipedia.org/wiki/Raster_scan
https://en.wikipedia.org/wiki/Scan_line
https://en.wikipedia.org/wiki/Standard-definition_television
https://en.wikipedia.org/wiki/Television

Oooooooooooan

B.1.2.4 Horizontal lines of picture data may be interlaced

B Common feature: For many years, limits on transmission bandwidth
together with an interest in the reduction of flicker, led to the practice of
dividing frames into fields, with each field carrying half of the lines in the
frame, which are then interlaced on the display screen to recreate the origi-
nal frame image. Interlacing is part of all analogue systems and for certain
types of digital video.

B Variation: Since the number of lines per field is a function of the number
of lines per frame, field sizes vary in parallel with the variation in frame size.

For a certain period, successful video editing required careful determina-
tion and tracking of the “dominant field” (the first to be transmitted, which
may consist of the odd-numbered or even-numbered lines) but advances
in transfer-management technology have significantly reduced the risk of
errors.

B Relevant Wikipedia articles:
O https://en.wikipedia.org/wiki/Flicker_(screen)
O https://en.wikipedia.org/wiki/Interlaced video
O https://en.wikipedia.org/wiki/Progressive_scan
O https://en.wikipedia.org/wiki/Progressive_segmented frame

B.1.2.5 Movies on film can be recorded as video

B Common feature: The images on motion picture film can be transferred
to video using special processes. In a theatre, film from the sound era is pro-
jected at 24 frames per second (fps).With video standards differing (e.g., PAL
at 25 fps and NTSC at 29.97 fps), the technology to transfer film to video
varies. Audiences have long since accommodated the resulting anomalies.

B Variation: With PAL, the transfer was carried out on a frame-for-frame
basis: 24 fps film to 25 fps video, speeded up about 4 percent. One out-
come is that the soundtrack audio is about one-half semitone higher in pitch.
Recently, the advent of digital tools has supported the adjustment of elapsed
time, leaving the audio pitch unchanged, for PAL broadcast.

In the United States and Japan, the use of a higher frame rate for video
(nominally 30 fps, actually 29.97 fps) meant that speeding up a film would
yield bothersome distortions in motion and sound fidelity. Thus, special ap-
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https://en.wikipedia.org/wiki/480p
https://en.wikipedia.org/wiki/Aspect_ratio_(image)
https://en.wikipedia.org/wiki/High-definition_television
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/PAL
https://en.wikipedia.org/wiki/Pixel_aspect_ratio
https://en.wikipedia.org/wiki/SECAM
https://en.wikipedia.org/wiki/Raster_scan
https://en.wikipedia.org/wiki/Scan_line
https://en.wikipedia.org/wiki/Standard-definition_television
https://en.wikipedia.org/wiki/Television
https://en.wikipedia.org/wiki/Flicker_(screen)
https://en.wikipedia.org/wiki/Interlaced_video
https://en.wikipedia.org/wiki/Progressive_scan
https://en.wikipedia.org/wiki/Progressive_segmented_frame

proaches were developed for film transfer, notably what is called three-two
pulldown (or 3:2 pulldown). One second of video contains (nominally) 30
frames; with interlacing, this means that 60 fields are in play. (See section
B.1.2.3 and B.1.2.4 on picture lines, frames and fields, and interlacing.) With
three-two pulldown, the 24 frames of film (one second’s worth) are divided
among the 60 fields. The resulting flow of imagery is thus a bit uneven, but
the loss of smoothness is so subtle as to be virtually invisible.

More recently, when shooting film for television from approximately the
1970s forward, many producers shot footage at video frame rates to permit
a frame-by-frame transfer, i.e., at 25 fps in Europe and other PAL/SECAM
regions,and at 30 fps in North America and Japan, where NTSC prevailed.

B Relevant Wikipedia articles:
https://en.wikipedia.org/wiki/24p

O  https://en.wikipedia.org/wiki/NTSC

O  https://en.wikipedia.org/wiki/Telecine

O https://en.wikipedia.org/wiki/Three-two_pull_down

O

B.1.2.6 Timing: video signal elements must be synchronized (RS-170)

B Common feature: The description that follows applies to analogue
broadcasting and, to a degree, to digital video recordings in media-depen-
dent formats. In contrast, digital file-based video is timed and synchronized
via a different set of structures, albeit structures that have been carefully
designed to accommodate elements inherited from earlier formats.

The synchronization of the elements that comprise the video picture stream,
together with sound and other ancillary data, employs a multipart technol-
ogy that emerged over time.The most intricate nuances of synchronization
pertain to the picture-data stream itself, where they concern the sequence,
timing, and flow of scan lines, fields, and frames. Playback devices synchronize
the elements in the picture-data stream by responding to embedded changes
in electrical voltage often referred to as pulses and, in one case, colour burst.
Some examples occur with each video scan line, e.g., the horizontal blanking
pulse which includes the horizontal synchronizing pulse and colour burst
(once per scan line).These elements occur during what is called the horizon-
tal blanking interval. Other synchronizing elements are associated with each
field e.g., the vertical synchronizing pulse and pre- and post-equalizing pulses.
These elements occur during the vertical blanking interval.

Why blanking? Cathode-ray tubes (CRTs) provided the picture display for
television sets from the mid-1930s until the first decade of the twenty-first
century. In a CRT, an electron gun emits a stream of electrons that sweep
across a phosphorescent screen, creating the glowing lines that comprise the
picture. In order to prevent unwanted “extra” lines from appearing on the
screen, the electron gun was turned off (blanked) at the end of each line and
field. (See also B.1.2.7 below.)

This is an immensely complex subject that is often given central (and lengthy)
treatment in books that describe video technology.The successful presenta-
tion of video content—to say nothing of success in digitization—depends
upon proper management of video synchronization and timing.

B-12

Guidelines for the Preservation of Video Recordings Revised version, 2019



https://en.wikipedia.org/wiki/24p
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/Telecine
https://en.wikipedia.org/wiki/Three-two_pull_down

B Variation: In the United States and Japan, where the NTSC system pre-
vailed, synchronization and timing were based on the RS-170 standard and
its (very similar) successors. Strictly speaking, RS-170 (and successors) spec-
ifies only the monochrome picture component although it is extensively
used with the NTSC colour encoding specification. A version that applies to
PAL colour encoding also exists.

In the United States, the FCC adopted the RS-170 specification associat-
ed with the implementation of NTSC colour (referred to as RS-170a) for
broadcast use in 1953. (This requirement was made obsolete by the switch
from analogue to digital broadcasting.) Thus, for broadcast professionals, RS-
170 carried the force of law and was precisely adhered to. Meanwhile, in
non-broadcast settings, the specification was treated only as a recommenda-
tion,and many non-broadcast recordings do not meet RS-170 specifications.
Nevertheless, when non-broadcast tapes are digitised for preservation, it is
a good practice to apply technologies that bring the signal in line with RS-
170 to the degree possible. For more information, consult Conrac’s Raster
Graphics Handbook, Chapter 8 (Conrac: n.d.), Tomi Engdahl’s RS-170 video sig-
nal (Engdahl: 2009), and Ray Dall's NTSC Composite Video Signals, and the RS
- 1 70A Standards (Dall: 2006).

In Europe and other regions that did not employ NTSC specifications, the
colour standards called PAL and SECAM included rules for timing and syn-
chronization that are comparable to RS-170.% Although comparable, addi-
tional intricacies come into play. For example, there is proper phase re-
lationship between the leading edge of horizontal sync and what is called
the zero crossings of the colour burst. This phase relationship is referred
to as SCH (or Sc/H, for Subcarrier to Horizontal). SCH phase is important
when merging two or more video signals. If the video signals do not have the
same horizontal, vertical, and subcarrier timing and closely matched phases,
there is a risk of unwanted colour shifts. This phase relationship in PAL is
more complex than for NTSC due to the way that PAL’s sync and subcarrier
frequencies relate to one another.

Similar standards pertain to certain types of closed circuit and military video
signals, rarely encountered in memory institution archives and not described
in IASA-TC 06.7

6 PAL and SECAM were designed to serve the European picture frequency of 50 fields per second. Both
were developed during the 1950s and the early |960s and implemented in the mid-1960s. PAL was de-
veloped in Germany and patented by Telefunken in 1962.The French electronics manufacturer Thomson
later bought Telefunken, as well as Compagnie Générale de Télévision that had developed SECAM in the
late 1950s. Since they post-date NTSC by a few years, PAL and SECAM include some improvements
over RS-170.

7 The standards alluded to here include EIA-343 (formerly RS-343), a signal standard for non-broadcast
high resolution monochrome video and EIA-343A (formerly RS-343A), a video signal standard for high
resolution monochrome CCTYV that is based on EIA-343.There seems also to have been an RS-343
RGB (525, 625 or 875 lines). Some information is available from the ePanorama.net page titled “RS-170
video signal,” including the following, "RS-343 specifies a 60 Hz non-interlaced scan with a composite
sync signal with timings that produce a non-interlace (progressive) scan at 675 to 1023 lines. This stan-
dard is used by some computer systems and high resolution video cameras. Precision imaging systems,
infrared targeting, low-light TV, night-vision and special military display systems, usually operate to high-
resolution, RS-343 standards (875-line, 30-frame scan). They require specialized and costly recording
and display equipment.” (ePanorama.net, n.d,, http://www.epanorama.net/documents/video/rs|70.html
accessed |3 November 2017).
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Some older videotape formats predate or do not adhere to the NTSC,
PAL, or SECAM specifications. The signal on these videotapes may have a
poor “native” ability to present synchronizing elements when played back.
In order to successfully digitise some formats, the transfer system must in-
clude such devices as a time base corrector, processing amp, and/or frame
synchronizer. (See section D, on workflow and metrics.)

B Relevant Wikipedia articles:

https://en.wikipedia.org/wiki/Blanking_level
https://en.wikipedia.org/wiki/CCIR _System_A
https://en.wikipedia.org/wiki/CCIR_System_B
https://en.wikipedia.org/wiki/CCIR_System_G
https://en.wikipedia.org/wiki/CCIR_System_H
https://en.wikipedia.org/wiki/CCIR_System_|
https://en.wikipedia.org/wiki/CCIR_System M
https://en.wikipedia.org/wiki/Colour_broadcast_of_television_systems
https://en.wikipedia.org/wiki/Color_framing
https://en.wikipedia.org/wiki/Component_video
https://en.wikipedia.org/wiki/Composite_video
https://en.wikipedia.org/wiki/Horizontal blanking interval
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/PAL
https://en.wikipedia.org/wiki/SCH_Phase_ Display
https:/en.wikipedia.org/wiki/SECAM
https://en.wikipedia.org/wiki/Subcarrier
https://en.wikipedia.org/wiki/Vertical blanking interval

o e o o o o R R

B.1.2.7 Range of picture brightnesses and blanking “brightness”

B Common feature: Broadcast authorities established the bandwidth for
analogue broadcasting as 6 MHz (megahertz) in the United States and rang-
ing from 6 to 8 MHz in Europe. These limits constrain the overall video
signal: all parts, combined, must “fit” into the bandwidth. Although these
rules pertain to over-the-air broadcasts, their requirements are inevitably
reflected in the characteristics of the signal recorded on videotape.

One key part of the video signal concerns the luma or brightness informa-
tion, and it is constrained, in part, to help manage overall signal bandwidth.®
Luma is important for two reasons. First, the human eye is exceptionally
sensitive to differences in brightness and can easily discern subtleties in the
picture related to the representation of light and dark areas. Second, when
colour television emerged in the 1950s and 1960s, there were millions of
black-and-white television sets that translated luma data into picture. Both

8  Luminance concerns what is reflected from objects in the world, i.e,, it is an area-based photomet-
ric measure of luminous intensity for light travelling in a given direction. In the realm of video, luma
represents the brightness in an image, i.e., the "black-and-white" or achromatic portion, distinct from the
chroma or colour portion.This distinction is nuanced and common (even expert) usage is sometimes
loose and inexact (a polite way of saying wrong). The colour expert Charles Poynton writes that in
video "a nonlinear transfer function—gamma correction—is applied to each of the linear R, G and B.
Then a weighted sum of the nonlinear components is computed to form a signal representative of lumi-
nance. The resulting component is related to brightness but is not CIE luminance. Many video engineers
call it luma and give it the symbol Y". It is often carelessly called luminance and given the symbol Y.You
must be careful to determine whether a particular author assigns a linear or nonlinear interpretation to
the term luminance and the symbolY" (Poynton: 1997, pp. 6-7). See also https:/en.wikipedia.org/wiki/
Luma_(video) and https://en.wikipedia.org/wiki/L uminance.
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broadcasters and regulatory authorities wanted to continue to serve this
installed base: if luma could be separated from chroma (colour data), this
would permit older television receivers to display programs in black and
white, while newer sets could show the same broadcasts in colour.

B Variation: The Institute of Radio Engineers (founded in 1912, joined the
Institute of Electrical and Electronics Engineers in 1963) established the IRE
convention for measuring relative brightnesses when represented by electri-
cal voltages, which are themselves relative in this context. For broadcast, the
rules state that the brightest values ought not exceed 100 on the IRE scale
(there are some exceptions) and black ought to have a very low value. In the
NTSC system used in the United States, black in the picture includes what
is called a setup (it is “set up” to a higher value) and is at 7.5 IRE. In contrast,
for the PAL system in other nations, and for NTSC as implemented in Japan,
“picture” black is specified to fall at O IRE. (There are other variations in dif-
ferent national implementations of PAL.)

Section B.1.2.6 above mentioned the important role of blanking in video,
roughly speaking the exceedingly short times needed for the electron beam
(in analogue systems) to move from the end of one field or frame, or the end
of one horizontal scan line, to the start of the next, often called the retrace
line. (These matters of timing have been rearticulated in the digital realm).
During these blanking intervals, the brightness value for the electron beam is
set as black in many systems and “blacker than black” in others.The horizon-
tal blanking interval also includes a horizontal sync pulse with a value of -40
IRE in the NTSC system and -43 in SECAM and some PAL systems.

When digitising videotapes, it is important to know which luma specifica-
tions were employed when the tape was recorded in order to avoid incor-
rect tonal representations in the copy.

The elements described in the preceding paragraphs pertain to composite
video, the signal type that prevails for most of the media-dependent formats
described in this edition of IASA-TC 06. However, some instances of con-
ventional, media-dependent formats carry a signal that employs a different
encoding: colour-difference component video (see section B.I.3.1). Although
colour-difference component is most often encountered in file-based digital
formats, its analogue expression is found in videotape formats like Betacam
SP, a carrier that is described in section C.7. As colour-difference compo-
nent recording moved into a digital mode, limits were established for broad-
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casters that are analogous to the IRE limits described above.’

B Relevant Wikipedia articles:

https://en.wikipedia.org/wiki/Color_television
https://en.wikipedia.org/wiki/Component_video
https://en.wikipedia.org/wiki/Composite_video
https://en.wikipedia.org/wiki/IRE_ (unit)
https://en.wikipedia.org/wiki/Luma_(video)
https:/en.wikipedia.org/wiki/Luminance
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/NTSC-|
https:/en.wikipedia.org/wiki/PAL
https://en.wikipedia.org/wiki/Rec. 601
https://en.wikipedia.org/wiki/Rec. 709
https://en.wikipedia.org/wiki/YCbCr

Oooooooooooo

B.1.3 Analogue video unpacked, part two: key features and variants
continued

B.1.3.1 Colour encoding for video on conventional carriers

B Common feature: Like timing and synchronization (section B.1.2.6
above), the encoding of colour is immensely complex, variable,and, as it hap-
pens, it is interrelated with signal timing and synchronization.'® There are a
number of ways to encode colour data in electronic formats. In the digital
era, for example, the trio of red, green, and blue (RGB) colour components
are frequently encountered in still images and are also used in certain types

9 This topic receives some elaboration in section B.2.3.1. In brief, the first of the three colour-difference
components is luma, usually abbreviated asY or, by careful writers, asY" to distinguish it from luminance.
(The word luminance, however, is widely used where even technical writers appear to be discussing
luma.) The second and third components carry chroma or colour data, sometimes abbreviated as U and
V.These abbreviations, however, are not defined in a precise way, and careful writers will instead refer to
Pb and Pr for the chroma elements in analogue component signals and to Cb and Cr for the analogous
elements in digital component signals.

For digital colour-difference component signals, the rules are spelled out in ITU-R recommendations
BT.601 and BT.709, and this digital articulation provides the easiest way to illustrate how the limits work.
The underlying idea—analogue or digital—is to provide a buffer or headroom at both ends of the
possible ranges of luma and chroma colour-difference component values. In digital lingo: "avoid clipping”.
The effect may be compared to the way in which IRE limits control the range of brightnesses in a
composite signal. The limits in BT.601 apply to the three signal components: for an encoding with 8-bits
of data per sample,Y' has a permissible range from 6-235 levels (from a possible 0-255), while Cr and
Cb are permitted to range across 16—240 levels (from a possible 0-255). For 10-bit recordings, there

is a similar range of constraints against a "possible" range of 0—1023. Signals that adhere to this limit are
often referred to as "video range" or "legal range". In contrast, in the realm of computer graphics, one
may instead encounter "wide range" or "super white" values forY" and Cr and Cb that run from O to
255 (with 8-bit sampling).

A further evolution as digital metrics come into play is seen in the recommendation from the broadcast
standards body EBU in their 2016 document R 103, Video Signal Tolerance in Digital Television Systems, ver:
2.0, which associates luma levels with digital sample values (as seen on a histogram, for example) to take
the place of traditional voltage measures (https:/tech.ebu.ch/docs/r/r103.pdf).

10 Some writers limit their use of the term encoding to digital entities, and even to lossy types of data
compression. IASA-TC 06, however, uses the term in a broader way, defining code as any set of rules
that governs the conversion of any kind information into another form for communication or mediated
storage, e.g, Morse code for the alphabet (some would say that the alphabet itself is an encoding) in a
telegraphic system.

B-16

Guidelines for the Preservation of Video Recordings Revised version, 2019



https://en.wikipedia.org/wiki/Color_television
https://en.wikipedia.org/wiki/Component_video
https://en.wikipedia.org/wiki/Composite_video
https://en.wikipedia.org/wiki/IRE_(unit)
https://en.wikipedia.org/wiki/Luma_(video)
https://en.wikipedia.org/wiki/Luminance
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/NTSC-J
https://en.wikipedia.org/wiki/PAL
https://en.wikipedia.org/wiki/Rec._601
https://en.wikipedia.org/wiki/Rec._709
https://en.wikipedia.org/wiki/YCbCr
https://tech.ebu.ch/docs/r/r103.pdf

B.1.3.1.1

of moving images. RGB provides chroma (colour) and luma (brightness) in-
formation in the same units of data.

In contrast, the video formats described in this edition of IASA-TC 06 en-
code chroma data separately from luma data, or “separably” in the case of
composite signal (see below). The separation of luma and chroma informa-
tion opens the door for data reduction that usefully decreases the need for
transmission bandwidth or space on storage media. (For still images, the
immensely successful JPEG compression format demonstrates this: its en-
coding system depends upon separate luma and chroma data.) In the digital
realm, this data reduction is referred to as chroma subsampling, images are
encoded with less resolution applied to chroma than to luma.This approach
succeeds because human visual acuity is lower for colour differences than
for differences in brightness.

B Variation: There are three main colour encoding structures employed by
the formats covered in this edition of IASA-TC 06: (1) composite (including
“colour-under”), (2) S-video, and (3) colour-difference component.These en-
codings are described in the following paragraphs. At least two of the three
may be divided into further subtypes.

Composite video

Composite video consists of a linear combination of the luma and a subcarrier fre-
quency modulated by the chroma information; the phase and amplitude of this signal
correspond approximately to the hue and saturation of the colour. Luma and chroma
are “separable” when they are decoded from the composite signal stream. Details of the
encoding process vary between the NTSC, PAL, and SECAM systems.

Composite was the first widely adopted formatting approach for colour television,
implemented in the United States during the 1950s in a business-competitive environ-
ment. In order to promote standardization and interoperability,and to permit viewers
at home to continue their use of black-and-white television sets, the FCC empowered
the NTSC to define a best and compatible approach. NTSC colour came into use in
the 1960s, paralleled by similar developments for PAL and SECAM in Europe. (See also
sections B.1.1.3,B.1.2.3,B.1.2.6,and B.1.2.7.)

NTSC and PAL encode the chroma data in a subcarrier using quadrature amplitude
modulation (QAM).The signal carries chroma data at the same time as luma data. One
of the intricacies, however, concerns what is called colour framing, the term for the “ca-
dences” used to apply the colour data. Colour framing is not paced in the same way in
the NTSC and PAL systems.

Meanwhile, SECAM uses a different approach for the modulation of chroma data onto
its subcarrier. Instead of QAM, SECAM modulates via frequency modulation (FM). In ad-
dition, while NTSC and PAL transmit the red and blue information together, SECAM
sends one at a time, and uses the information about the other colour from the preced-
ing line. Conforming television receivers store one line of colour information in mem-
ory, which accounts for the words “sequential, with memory” that underlie SECAM’s
acronym.

Comeposite reduces the size of the video signal data stream (always a plus when trans-
mitting or recording electronic information) by taking advantage of the separation of
luma and chroma: the decrease is accomplished by reducing the bandwidth of the mod-
ulated colour subcarrier.
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B.1.3.1.2

B.1.3.1.3

An additional signal-size reduction was developed in the 1970s for tape formats like
U-matic,VHS, and Betamax. The physical dimensions and transport speed of these tape
formats limits bandwidths to less than | MHz. In order to record colour in this narrow
band, the quadrature phase-encoded and amplitude-modulated sine waves from the
broadcast frequencies are transformed to lower frequencies. These types of record-
ing systems are referred to as heterodyne systems or colour-under systems, with slightly
different implementations for NTSC, PAL, and other signal structures.!" When played
back, the recorded information is de-heterodyned back to the standard subcarrier fre-
quencies in order to provide for colour display and/or for signal interchange with other
video equipment.

S-video

The § in S-video stands for separate, and the format is sometimes referred to as Y/C. By
separating the luma (usually stated asY in this context, more correctly asY’) and colour
(C) portions of the signal, S-video provides better image quality than composite video
but does not match the quality of colour-difference component video. As with compos-
ite video, the luma portion carries brightness information and the various synchronizing
pulses, while the chroma portion contains data that represents both the saturation
and the hue of the video. The improvement in quality results from the separation of
data streams, thus avoiding the composite-signal requirement to carry chroma via a
subcarrier. The mixing of the main carrier frequency with a subcarrier (at a different
frequency) inevitably causes interference.

Colour-difference component video

Like S-video,a colour-difference component signal carries the luma stream (Y’) as a sep-
arate channel of data. Meanwhile, the chroma data is carried in two colour-difference
component streams:

B U (termed Pb for analogue video, Cb for digital) = blue minus luma
BV (Pr for analogue video, Cr for digital) = red minus luma

The carriage of chroma data in two streams adds a greater degree of separation than
for the single stream in the case of S-video, thereby further improving picture quality.

The Y’UV trio of signal components are typically created from a different trio of com-
ponents: RGB (red, green, and blue), initially captured by an image source like a camera.
The initial processing of the data from the camera sensor is generally carried out “under
wraps” in the camera.The outcome is that weighted values of R, G, and B are summed
to produceY’,a measure of overall brightness or luma.U andV are computed as scaled
differences between Y’ and the B and R values. In actual practice, this requires a more
complex calculation than the simple “blue minus luma” statement above. Meanwhile, all
of the data in play in the preceding mathematical calculations means that the “missing”
information about the colour green can be calculated.

Data reduction from chroma subsampling is well implemented for colour-difference
component encoding. This can be applied to analogue signals but most explanations,
e.g., at Wikipedia, limit their explanations for chroma subsampling to the digital realm,

Il The Wikipedia article on Heterodyne (https:/en.wikipedia.org/wiki/Heterodyne, accessed 22 Decem-
ber 2017) offers this added information: "For instance, for NTSC video systems, the VHS (and S-VHS)
recording system converts the colour subcarrier from the NTSC standard 3.58 MHz to ~629 kHz. PAL
VHS colour subcarrier is similarly down-converted (but from 4.43 MHz). The now-obsolete 3/4" U-
matic systems use a heterodyned ~688 kHz subcarrier for NTSC recordings (as does Sony's Betamax,
which is at its basis a 1/2" consumer version of U-matic), while PAL U-matic decks came in two mutually
incompatible varieties, with different subcarrier frequencies, known as Hi-Band and Low-Band. Other
videotape formats with heterodyne colour systems include Video-8 and Hi8."
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sketching the meaning of the now-familiar expressions 4:2:2, 4:2:0, 4:1:1, etc.'> Chroma
subsampling notation by the colour expert Charles Poynton offers an excellent three-
page discussion of this topic (Poynton: 2002).

B Relevant Wikipedia articles (pertaining to all forms of video colour technol-

ogy)
O

Ooo0oooooooooooooog

https://en.wikipedia.org/wiki/Chroma_subsampling
https://en.wikipedia.org/wiki/Chrominance
https://en.wikipedia.org/wiki/Color_framing
https://en.wikipedia.org/wiki/Color_television
https://en.wikipedia.org/wiki/Colour_broadcast_of television_systems
https://en.wikipedia.org/wiki/Component_video
https://en.wikipedia.org/wiki/Composite_video
https://en.wikipedia.org/wiki/Heterodyne
https://en.wikipedia.org/wiki/Luma_(video)
https://en.wikipedia.org/wiki/NTSC
https://en.wikipedia.org/wiki/PAL
https://en.wikipedia.org/wiki/Quadrature_amplitude_modulation
https://en.wikipedia.org/wiki/S-Video
https://en.wikipedia.org/wiki/SECAM
https://en.wikipedia.org/wiki/YCbCr
https://en.wikipedia.org/wiki/YPbPr
https://en.wikipedia.org/wiki/ YUV

12 In 4:2:2 subsampling, 4 luma samples are coordinated with 2-plus-2 chroma samples. The 4:2:2 structure
is widely used in the production of professional video footage. In 4:2:0 or 4:1:1 subsampling, 4 luma
samples are coordinated with 2 chroma samples (in slightly different patterns), and the image quality is
lower than that provided by 4:2:2 sampling.
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Sidebar: colour and tonal specifications for digital video and
related matters

Digital video bitstreams, colour and more. Although the focus of
this edition of IASA-TC 06 is analogue video, the specifications for digital video
colour and tonal'® representation are relevant. These are “output referred” speci-
fications in that they dictate the interpretation and presentation of picture data
in display monitors and projectors: you should adjust your recording to cater to
these output devices. Most of the standards for digital display are promulgated
by the International Telecommunication Union, Radiocommunication Sector,
ITU-R for short.

Since virtually all analogue video recordings are standard definition, when digit-
ised, they would typically align with ITU-R Recommendation BT.601 (originally
published 1982, latest update 201 1), Rec. 60/ for short. The Wikipedia article
on Rec. 601 reports that the standard governs the “encoding [of] interlaced
analogue video signals in digital video form. It includes methods of encoding
525-line 60 Hz and 625-line 50 Hz signals, both with an active region covering
720 luminance [luma is meant] samples and 360 chrominance [chroma] samples
per line.The colour encoding system is known as YCbCr 4:2:2” Indeed, many
digitising systems use this as a default when producing files from analogue stand-
ard definition sources.

It is also the case that the digitisation sampling of standard definition picture re-
sults in a raster of pixels that are described as “non-square,” meaning that display
systems must process the picture data for the correct aspect ratio. For example,
the horizontal lines in a digitised PAL image carry 720 luma samples, and there
are 576 lines. If the picture data were treated as square pixels, the image would
have an aspect ratio of 5:4 (“squished” a bit); the pre-display processing instead
yields the desired 4:3 aspect ratio.'*

In contrast, ITU-R Recommendation BT.709 (originally published 1990, latest
update is BT.709-6, 2015), Rec. 709 for short, is intended to support high defi-
nition video. It was first published (“part 1”) for two video formats that were
never fully implemented (1035i30 and |1152i25 HDTYV) and then (“part 2”) for
the widely implemented 1080i and 1080p standards (1080 horizontal lines, in-
terlaced scan or progressive scan). Generally speaking, picture that conforms to
Rec.709 employs square pixels. Its tonal representation also differs slightly from
that of Rec. 601.'

A predicament arises when an archive makes materials available to users on, say,
the web, via streaming services like Netflix, DVD disk players, or via other com-
puter-based systems, which often feature monitors that are adjusted to present
colour and tonal range as if the signal conformed to Rec. 709, and as if the scan
were progressive with square pixels.There is additional discussion of this predica-
ment (and what can be done about it) in a parallel sidebar that follows section
D.1.4.2.5, titled What about a version of the recording for digital dissemination today?

Rec. 601 defines a nonlinear transfer function that is linear near 0 and then transfers to a gamma curve
for the rest of the light intensity range.

See "PAR, SAR, and DAR: Making Sense of Standard Definition (SD) video pixels” (Nagels: 2016) and
the Wikipedia article “Pixel Aspect Ratio” (https:/en.wikipedia.org/wiki/Pixel_aspect_ratio, accessed 22
December 2017) both of which offer good introductions and links to other sources of information.
The Rec. 709 transfer function from linear to nonlinear is similar-but-not identical to that used in the
sRGB colour model (a still-image standard intended to serve typical computer monitors). The Rec. 709
transfer function is linear in the bottom part and moves to a power function for the rest of the range.
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New digital display standards emerge from time to time. Looking
ahead to future digital moving image output-referred display standards, readers
should be aware of the following standards, with more in the pipeline:

B |TU-R Recommendation BT.2020-2 (2015, Rec. 2020 for short)

O Wikipedia reports that Rec. 2020 “defines various aspects of ultra-high-
definition television (UHDTYV) with standard dynamic range (SDR) and
wide colour gamut (WCG), including picture resolutions, frame rates
with progressive scan, bit depths, colour primaries, RGB and luma-chro-
ma colour representations, chroma subsamplings,and an opto-electronic
transfer function”.

B |TU-R Recommendation BT.2100 (2016, Rec. 2100 for short)

O Wikipedia reports that Rec.2 100 “defines various aspects of high dynam-
ic range (HDR) video such as display resolution (HDTV and UHDTYV),
frame rate, chroma subsampling, bit depth, colour space, and optical
transfer function...Rec. 2100 expands on several aspects of Rec.2020”.

® DCI-P3

O Wikipedia reports “DCI-P3, or DCI/P3,is a common RGB colour space
for digital movie projection from the US-American film industry...DCI-P3
was defined by the Digital Cinema Initiatives (DCI) organization and pub-
lished by the Society of Motion Picture and Television Engineers (SMPTE)
in SMPTE EG 432-1'¢ and SMPTE RP 431-2."7As a step towards the im-
plementation of the significantly wider Rec. 2020 it is expected to see
adoption in television systems and in the home cinema domain”.

Relevant Wikipedia articles:
https://en.wikipedia.org/wiki/Pixel_aspect_ratio
https://en.wikipedia.org/wiki/Rec. 601
https://en.wikipedia.org/wiki/Rec. 709
https://en.wikipedia.org/wiki/Rec. 2020
https://en.wikipedia.org/wiki/Rec. 2100
https://en.wikipedia.org/wiki/DCI-P3

16 Society of Motion Picture and Television Engineers (SMPTE), Engineering Guideline EG 432-1:2010,
Digital Source Processing— Color Processing for D-Cinema.

|7 Society of Motion Picture and Television Engineers (SMPTE), Recommended Practice RP 43 -2, D-Cine-
ma Quality — Reference Projector and Environment for the Display of DCDM in Review Rooms and Theaters.
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B.1.3.2 Ancillary data

B.1.3.2.1

B Common feature: This section concerns the video signal’s carriage of
information that goes beyond picture and sound, i.e., the types of additional
information that make a good answer to the question, “What's in the video
payload?” IASA-TC 06 uses the term ancillary data to name a broad range of
non-picture, non-sound data, as outlined in the sections that follow. Readers
should note, however, that our usage is a bit looser than that of most vid-
eo engineers, who limit the term to the information carried in the signal’s
Horizontal Blanking Interval (HBI) and the Vertical Blanking Interval (VBI);
see sections B.1.2.6 and B.1.3.2.1.The term appears in a number of SMPTE
and EBU standards, although with some variation in definition.'®

Ancillary data in the vertical blanking interval

In the media-dependent, conventional-carrier types of video under discussion in this ini-
tial edition of IASA-TC 06, much (but not all) ancillary data is carried in the signal’s ver-
tical blanking interval (VBI).This interval is the split-second between the end of the final
line of a field and the beginning of the first line of the next. During the VBI, no pictorial
image information is transmitted. The original need for aVBI reflected the inertia of the
magnetic coils that deflected the electron beam on a cathode ray tube: picture data had
to wait while the beam in the tube caught up. Meanwhile, there is also a pause between
successive scan lines in the picture, to allow the beam to retrace from right to left.

VBI can carry a range of types of data and there is great variation in what might be
found in a given recording. When broadcast transmissions were still analogue, some
VBI data was inserted at broadcast time and was never (or rarely) recorded onto vide-
otapes.VBI data may include:

B Vertical Interval Test Signals (VITS)

Vertical Interval Reference Signal (VIRS)

Vertical Interval Time Code (VITC; see B.1.3.2.1.1 below)

Closed Captioning and Teletext (see B.1.3.2.1.2 below)

Copy Generation Management System - Analog (CGMS-A; copy-protection
indicators)

B Extended Data Service (XDS) which repeatedly sends metadata like channel
call letters, program title, time of day, etc.

Commercial Insertion Data

Satellite Data

Ancillary data can be a significant component in historical recordings, and archivists
should take this into account when planning preservation projects. Some data, if pre-
sent, will be important to future researchers and the production of complete and au-
thentic copies depends upon its retention. Examples of components with potential
long-term importance include time code, captioning, and teletext, and section B.|.4.I
below elaborates upon the value of these components to an archive. Meanwhile, other
data, if present, can support quality assurance in the digitising process. Examples include
vertical interval test signals and the vertical interval reference signal.This topic receives
elaboration in part D, on workflow and performance metrics.

I8 Regarding the signal associated with conventional carriers, video engineers generally use the term
ancillary data to name the information carried in the Horizontal Blanking Interval (HBI) and the Vertical
Blanking Interval (VBI); see sections 2.2.6 and 2.3.2.1. But not all engineers consider every type of VBI
data to be ancillary. The EBU Core ontology page for Ancillary Data, for example, defines the ancillary
data class with this comment, "Any ancillary data provided with the content other than captioning and
subtitling" (EBU: n.d,, emphasis by IASA-TC 06).
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B.I.3.2.1.1

Vertical interval time code

Vertical Interval Time Code (VITC) is a form of SMPTE time code, typically inserted
into the VBL.The VITC code is always repeated on two adjacent video lines, one in each
field. This internal redundancy is exploited by VITC readers. There can be more than
oneVITC pair in a single frame of video, and this capability is sometimes used to encode
extra data that will not fit in a standard time code frame. Meanwhile, different produc-
tion units in an organization may sometimes wish to encode different sets of time code
on the same tape.

Sidebar: drop-frame and non-drop-frame time code

In the United States, Japan, and other NTSC regions, the implementation of a
colour specification led to a special requirement for time code. As noted in sec-
tion B.1.2.1, the introduction of NTSC colour changed the frame rate from 30
to 29.97 frames per second.This change “lengthened” the nominal hour by 3.59
seconds. For broadcasters who require an orderly programming schedule, the
resulting error of almost a minute and a half over the course of a day was not
acceptable. To compensate, SMPTE developed drop frame time code. In drop-
frame mode, no video frames are actually omitted, but some of the time code
labels are dropped. Frame numbers 0 and | of the first second of every minute
are omitted, except when the number of minutes is divisible by ten.VWWhen drop-
frame time code is applied as video recordings are played for broadcast, the
residual timing error is a fully acceptable 86.4 milliseconds per day.'"” NTSC video
recordings being digitised for preservation may carry embedded time code in
either the normal “non-drop-frame” mode or the drop-frame mode, and this
must the taken into account when digitising.

B.1.3.2.12 Closed captioning, subtitles, and teletext®

In the NTSC signal, captions are encoded as binary data into line 21, which exists at
the cusp between VBI and active picture. Many authorities state that this line is part
of the vertical blanking interval, while others note that is also the first line of NTSC
active video. Meanwhile, teletext is handled differently in the PAL and SECAM systems
but the methods are similar. Some experts report that, in the European context, con-
sumer videotape recorders (Betamax and VHS) were often not capable of recording
or playing back teletext. Another European technology is the binary subtitle data often
nicknamed “EBU STL,” which was formerly exchanged between producers and broad-
casters via floppy disk.?!

19 Wikipedia,"Drop frame timecode” heading in the article SMPTE timecode, https:.//en.wikipedia.org/wiki/
SMPTE_timecode#Drop-frame_timecode, accessed |6 December 2017.

20 This document uses the terms captions, subtitles, and teletext more or less interchangeably, to mean
non-XML text intended for display over a timeline, in synchronization with image and sound essences.
The term Timed Text carries the same meaning with the added constraint that such text is structured
to comply with either the SMPTE or EBU Timed Text XML schema: SMPTE ST 2052-1:2013 Timed Text
Format (SMPTE-TT) and EBU Tech 3350, EBU-TT Part I: Archive & Exchange; EBU Tech 3360, EBU-TT
Part 2: STL Mapping; EBU Tech 3370, EBU-TT Part 3: Live Contribution; EBU Tech 3380, EBU-TT-D, format
for the distribution of subtitles over IP; EBU Tech 3390, EBU-TT Part M, EBU-TT metadata elements.

21 See the 1991 publication Specification of the EBU Subtitling data exchange format, TECH. 3264-E (Euro-
pean Broadcast Union: 1991), which states "The medium for exchange is a 3.5-inch high-density portable
magnetic disk (microfloppy). The disk is formatted for .44 Mbytes (2 sides, 80 tracks, |8 sectors/track).
... The datafile format is defined for use with an IBM PC/XT/AT or compatible computer: The format is
based upon the operating system MS/PC-DOS, version 3.3. ((European Broadcast Union (EBU), 1991.
Specification of the EBU Subtitling data exchange format, TECH. 3264-E, https://tech.ebu.ch/docs/tech/
tech3264.pdf, accessed 24 November 2017.))
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B.1.3.2.2

B.1.4

For digital recordings, a new set of “packet-based” specifications for captions and sub-
titles replaced the NTSC line-21 and EBU STL rules. In more recent years, however,
professionals in the United States and Europe have begun to use an XML format for
captions and subtitles. Called timed text and standardized by SMPTE and EBU, this ap-
proach was derived from a standard promulgated by the World Wide Web Consortium
(W3C), the source for the formats Timed-Text Markup Language (.ttml),WebVTT, and
DFXP (the distribution format exchange profile).2

Meanwhile, a number of other industry formats carry caption data, some of which are
widely adopted and interoperable: Caption Center, Captions Inc., Cheetah, LRC, MPSub,
NCI, Scenarist Closed Caption (.scc), SubRip (.srt), SubViewer, and Videotrol Lambda.?

Longitudinal time code

Longitudinal (or Linear) Time Code (LTC) is SMPTE time code carried as binary data
on a videotape’s audio track, time code channel, or address track, depending on the tape
format and user preferences. For example, videotape formats such as D2 and Betacam
SP have an address track upon which LTC is recorded. In contrast 2-inch videotape
formats such asVHS do not have a separate address track and, if present, LTC is record-
ed onto an audio channel and can be seen as consistent tone on, say,an audioVU meter.

In NTSC regions, the time code carried as LTC may be formatted in either drop-frame
or non-drop-frame modes; see the sidebar above.

Readers should note that other types of time code are occasionally encountered in
older video recordings. These are relatively exceptional and are not discussed in IASA-
TC 06.

Archival value of ancillary and associated data*

Ancillary data like captions and time code are embedded in, and can be extracted from,
the source video for inclusion in digitised preservation copies. Several relevant types of
ancillary data are described in the preceding sections. In contrast, associated data names
entities that were not embedded in the source video, but may be created in the course
of digitisation, e.g., PREMIS preservation metadata. Associated data could subsequently
be made part of or bundled with the digitised preservation copies; it is discussed in
section B.1.4.2 below.

Ancillary and associated data may have significant value for archives and their future
users. For this reason, archivists should appraise the types of data that are embedded
in the source video materials they plan to digitise, in order to determine if they wish
to make an effort to retain it. A similar assessment should be made regarding potential
associated data for a given category of source items. If the appraisal and assessment
indicates that these components are valuable enough to retain or to create, this will
influence the selection of tools and methods for digitisation as well as the selection
of the target format for preservation.Tools and methods are discussed in part D, and
target format options are discussed in section B.3.

22 See also section B.3.3.2.4.

23 See also section B.3.3.2.4.

24 This and the following sections have been derived from the FADGI paper titled "User Needs and MXF
Options: Preservation Planning and the AS-07 Specification" (FADGI: 2015). The entities called associ-
ated data in IASA-TC 06 are termed associated materials in AS-07.1n 2019, the AS-07 specification, with
minor updates, was published as SMPTE RDD 48.
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B.1.4.1
B.14.LI

B.14.1.2

B.1.4.2

B.14.2.1

Value of ancillary data

Value of retained captions, subtitles, and teletext

Captions, subtitles, and teletext, once extracted and indexed, have clear value for ar-
chives, supporting search and retrieval as well as other outcomes. If part of a source
video recording, their retention is also required in order to produce a complete and
authentic copy.VWhat form of captions or subtitles ought to be carried in a preservation
file? The source video’s binary formats will be awkward for future extraction, since their
use will depend on the continued availability of decoding tools and may require real-
time playback. (Nevertheless, although embracing the idea of having converted captions
or subtitles, many archivists also want to retain them in their original forms in order to
have an authentic copy.) A good case can be made to extract binary caption data and
convert it to XML Timed Text for carriage in the preservation copy. Timed Text sup-
ports a variety of indexing approaches.

Value of retained time code

Source materials that are to be digitised or acquired for preservation may carry mul-
tiple time codes: vertical interval time code (VITC), longitudinal time code (LTC), and
other specialized types not described in this document. Some are present on purpose,
others by accident, some may have good integrity and continuity, while others may be
discontinuous. The legacy time codes in videotapes and other sources may themselves
be layered in ways that an archive wishes to track, e.g.,a videotape may carry VITC and
may additionally carry an earlier generation of LTC recorded, say, on an audio track.
Any or all of these time codes may support forensic investigations by future research-
ers. A legacy or historical time code may be keyed to old documents like tape logs,
may provide clues about the older source tapes that were assembled to create the
video program you are now preserving, and may (as with footage of, say, space vehicle
launches) represent elapsed time that can be correlated to other data streams. In many
cases, this is data you do not want to lose. The European Broadcasting Union (EBU)
calls these Historical Source Timecodes.”

Value of associated data

Associated data of the types described in the sections that follow can (a) document
the preservation treatment applied to a recording when it is digitised and (b) provide
enhanced description of the original object.Thus, associated data helps an archive track
and monitor their preservation activities, and provides future researchers with greater
insight into the original collection item.This is, however, a flexible area and the identifi-
cation of relevant associated data is an “archivist’s call” and should result from a process
of appraisal and assessment.

Value of developing and storing supplementary metadata

The term supplementary metadata is intended to connote metadata beyond that re-
quired by the digital-file-based format selected for preservation. The writers assume
that the digitisation process will create one or more digital preservation files that con-
tain technical metadata about file characteristics (typically embedded by production
equipment) sufficient to permit downstream applications to play the files correctly. This
“expected” metadata is sometimes referred to as parametric or core technical metadata.

The supplementary metadata sketched in the sections that follow goes beyond the
core technical metadata. However, the “core technical” and “supplementary” categories
overlap, and the supplementary categories as outlined below also overlap with each
other. Archivists are advised to consider the full range of possible elements when they
identify the metadata structures that best fit their organization’s preservation activities.

25 EBU-Recommendation R | 22 Material Exchange Format Timecode Implementation, version 2.0, November
2010; https:/tech.ebu.ch/docs/r/rl 22.pdf, accessed 25 November 2017.
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An additional perspective on this topic will be provided in the IASA-TC 06 discussion
of metadata, planned for the future expanded edition of this guideline.

Supplementary metadata is typically formatted as simple ASCIl or marked-up as XML.
B.1.4.2.I1.1 Supplementary metadata types, examples, and value

B Process metadata: additional technical metadata about the production or

digitisation activity

O Value: permits the archive to document the methods and equipment
used to produce preservation copies; supports quality assurance by per-
mitting audits back from problems discovered in preservation objects to
the system or settings that had been used in production.To a degree, this
category overlaps with another category in this list, “Information about
validation, specification compliance, and/or quality review outcomes”.

O Example: reVTMD.
O Reference:

https://www.archives.gov/preservation/products/reVTMD.xsd.

O Example: videoMD.

O Reference: https://www.loc.gov/standards/amdvmd/

B Frame-by-frame (or time code second-by-second) documentation of signal
anomalies, sometimes called “logging metadata”.
O Example: SAMMA metadata®

B |nformation about validation, specification compliance,” andlor quality review

outcomes

O Value: Permits the archive to document how the production of a pres-
ervation copy was monitored and approved.To a degree, this category
overlaps with the preceding category in this list,“Process metadata”.

O Example: Reports produced by quality control and/or validation tools, such
as JHOVE, Interra Systems Baton, MediaConch, or special routines offered
by ffmpeg, all illustrative examples available at the time of writing (2018).

B [nformation about the source item
O Value: Permits the archive to document the identity and, if implemented,
various details about the original item’s type and condition; provides staff
or researchers with facts about a source item that help explain why the
preservation copy has certain characteristics.

26 The sale of SAMMA systems ceased in about 2015; information about SAMMA features is provided
because a number of archives continue to employ the system (or other systems that produce the same
output). Regarding SAMMA process metadata, there is an XML structure for SAMMA process metadata
but, at this writing, there is no schema, website, or formal description thereof. A more-or-less random
example is embedded in AS-07 sample file 2 (along with essences and much other data) posted at the
FADGI website in September 201 6. Select the "AS-07 Golden File: JPEG2000 (zip file; 205859 kb)" from
this page: http//www.digitizationguidelines.gov/guidelines/MXF app_sampleFiles.html. Subsequent to the
drafting of this section, as AS-07 is re-designated SMPTE RDD 48, the sample file identified here is being
replaced by a similar RDD 48 file that also contains Timed Text.

27 The terms validation and specification compliance are defined in the documentation for the reVTMD
schema (NARA: 2012).Validation is defined as,"The process of determining the level of conformance of
a digital object to the normative syntactic and semantic rules defined by the authoritative specification
of the object's format. Data could include output of tools such as JHOVE or Interra Systems Baton.”
Specification compliance is defined as, "An indication that item is compliant with pre-defined specifica-
tions [and the metadata ought to] name the specification to which the item is compliant." (NARA,
Schema for reVTMD v. 1.0, http//www.archives.gov/preservation/products/reVTMD.xsd, accessed 24
November 2017.)
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O Example: See reVTMD and videoMD above.

O Example: Active Format Description (AFD) data, a set of codes speci-
fied in the SMPTE ST 2016 series of standards, and in European
Telecommunications Standards Institute (ETSI) TS 101 154 vI.7.1, the
digital video broadcast standard. Active Format Description (AFD) codes
may be found in new digital recordings and, if not present in source re-
cordings (analogue or digital), could be added to newly produced digital
preservation copies. For example, embedding code 1001 when digitising
most analogue video would provide the digital file with metadata that
instructs standards-compliant digital players to display this recording full
frame in a 4:3 window or pillarboxed in a 16:9 window.?

B Preservation metadata
O Value: Supports long-term preservation management.

O Example: PREMIS?
O Reference: http://www.loc.gov/standards/premis/

B Additional cataloguing or descriptive metadata®

O Value: If whole or partial catalogue-type data records are embedded,
these will (2) provide direct access to descriptive metadata and (b) will
provide backup data for disaster recovery if an archive’s main collection
database is lost or damaged. In contrast, a minimal approach that embeds,
say, (i) a working title, (ii) the archive’s name, and (iii) a content identifier;
will provide information that an end-user can use to track back to ad-
ditional metadata.

O Example: Copy of the collection-management data record from a system
like MAVIS;*' used by multiple IASA member archives. Alternatively, an
archive may choose to simply include the record number or identifier
from MAVIS or some other collection-management or cataloguing system.

28 During playout, AFD codes are carried in the baseband SDI video signal and/or MPEG video stream
and they provide playback devices (e.g, home television receivers) with information about the stream's
aspect ratio and active picture characteristics. In MXF files, the embedded data should be embedded to
conform with SMPTE ST 377-1:201 |, with constant AFD values stored in the MXF Picture Descriptor
and changeable values stored in a SMPTE ST 436:2006-compliant VBI/ANC GC Data Element format-
ted according to SMPTE ST 2016-3. See also Wikipedia, Active Format Description, https://en.wikipedia.
org/wiki/Active_Format_Description, accessed 16 December 2017.

29 From Understanding PREMIS (Library of Congress: 2009), page 3: "The PREMIS Data Dictionary defines
preservation metadata as 'the information a repository uses to support the digital preservation process.'
Here are some examples of preservation activities and how metadata can support them ... [1] Check-
sum information stored as metadata can be used to tell if a stored file has changed between two points
in time. ... [2] Metadata can support media management by recording the type and age of storage
media and the dates that files were last refreshed. ... [3] Both migration and emulation [preservation]
strategies require metadata about the original file formats and the hardware and software environments
supporting them. ... [4] Metadata can help support authenticity by documenting the digital provenance
of the resource ... ."

30 Although most archives maintain such data in a collections management database, catalogue, or finding
aids, some archivists feel that there is value in embedding some or all of this data in preservation digital
objects. Others, however, prefer to limit what is embedded to a more skeletal set of information, e.g.,
ensuring the inclusion of the identity of the responsible archive, and one or more identifiers for the
content. If well selected, the latter can be used to find additional descriptive metadata.

31 MAVIS is an Oracle-based application, developed in the 1980s and 1990s by Wizard Information Servic-
es in cooperation with Australia's National Film and Sound Archive (NFSA). See the MAVIS entry in the
NFSA preservation glossary, https://www.nfsa.gov.au/preservation/preservation-glossary/mavis, accessed
7 December 2017. As of 2018, some archives continue to use the application, licensed and maintained
at this writing (2018) by Feenyx Pty. Ltd. (http//www.feenyx.com.au/, accessed 20 January 2018).
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B.14.2.2

O Example: PBCore.?? A comprehensive and flexible cataloging standard for
the description of audiovisual content and a data sharing tool. PBCore
consists of Root Elements, Asset Elements, Instantiation Elements. Root
elements pertain to PBCore’s XML structure; the asset elements carry
what librarians call descriptive and administrative metadata; the instantiation
elements carry technical metadata about the physical or digital representa-
tion of the AV asset, including such features as format, media type, duration,
file size, data rate, aspect ratio, and so on.

All of the preceding categories are textual and thus will benefit from being formatted
as XML, with registered schemas preferred. XML schemas do currently exist for some
examples, e.g., PREMIS, reVTMD, and videoMD. In the absence of an XML structure,
text may be embedded as simple strings or blocks in ASCII, UTF-8, or UTF-16 formats.

Value of a digital object manifest

A manifest for a digital preservation object (file or bundle of files), especially one that
may contain multiple elements, supports preservation and good housekeeping by of-
fering an inventory of the object’s parts and expresses the relationships between them.
Through a mix of required and optional elements, a manifest provides a high-level in-
ventory of the parts including their identifiers, data description, MIME type, size and
location. This information can help the user to better understand the composition of
the file and it will also provide machine-interpretable information for content pro-
cessing in later phases of the life cycle. Manifests of one sort or another are included
in several formats ranging from the digital library community’s Baglt specification® to
the Interoperable Master Format (IMF)** developed by the entertainment industry in
Hollywood to the SMPTE RDD 48 (former AS-07) MXF application specification® de-
veloped the U.S. Federal Agencies Digital Guidelines Initiative (FADGI).

Just as there are schools of thought about the value of embedding supplementary metada-
ta in preservation master files, there are similar schools of thought about the value of as-
sociating a manifest with a preservation master, either via embedding or by some form of
multi-file packaging. Archives should consider this topic in terms of their own operations.

Digital object manifests are typically formatted as simple ASCIl or marked-up as XML.

32 PBCore main webpage: https://pbcore.org. Readers with a special interest in source-item technical
metadata should consult “instantiationPhysical Video Vocabulary” (https://pbcore.org/pbcorecontrolled-
vocabularies/instantiationphysical-videovocabulary/). High-level information about the description of
file-based digital video is a part of the “pbcorelnstantiationDocument” (https://pbcore.org/elements/
pbcoreinstantiationdocument).

33 Wikipedia, Baglt, https://en.wikipedia.org/wiki/Baglt, accessed 7 December 2017.

34 Information about IMF is provided in Annie Chang's SMPTE Standards PDA Webcast: IMF (Interoper-
able Master Format), available via YouTube, https://www.youtube.com/watch?v=bmhv36hmSP4
accessed 12 October 2020.

35 The FADGI MXF application specification and related materials are linked from http://www.digitiza-
tionguidelines.gov/guidelines/MXF_app_spec.html, accessed | January 2019.
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B.14.2.3 Value of storing binary-form associated materials
This pertains to materials intimately associated with the file’s primary essences® that
exist in binary formats. One type is represented by scanned images of such entities as
the marked-up videotape box or relevant documents found in the box.*” The inclusion of
such representations contributes to the completeness, comprehensibility, or usability of
the video information object by the holding archive and by future researchers.These rep-
resentations generally take the form of files in formats such as TIFF, JPEG, PDF and the like.

Another binary-form associated material that some might categorize as supplemen-
tary metadata is caption data in the European Broadcast Union subtitling format (STL),
standardized in EBU Tech 3264.%

36 Broadcast professionals and some archivists use the term essence in a slightly loose (and thus variable)
manner: The terms in use here will be refined for eventual inclusion in an IASA-TC 06 glossary; this
footnote is a placeholder: (An identical footnote is holding place in section A.1.5.3.) These definitions are
based upon (and are revisions of) the glossary in Richard Hopper's EBU Project Group PIMETA Meta-
data Exchange Standards (Hopper: 2000). In Hopper's EBU document, essence is defined as "the audio,
graphic or text itself—the physical output which can be heard or seen by the consumer”; metadata is "the
information or data that identifies and describes associated essence"; content is essence plus metadata (p.
25). Other EBU P/META definitions include media object and media asset, which are combination entities
(p. 25), in effect content-plus-wrapper, thus including metadata; the glossary highlights rights metadata,
important to broadcasters; media objects or assets represent content that can be stored and/or played.

37 For recorded sound archivists, the archetypal example of a binary-form associated material is an image
of the label for a commercial disc recording.

38 European Broadcast Union, Specification of the EBU Subtitling data exchange format, TECH. 3264-E, 1991,
https://tech.ebu.ch/docs/tech/tech3264.pdf, accessed 24 November 2017.
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B.2

B.2.1
B.2.1.1

B.2.1.2

PRESERVABLE OBJECTS AND THE SELECTION OF
FORMATS FOR PRESERVATION

Preservable objects and sustainable formats

Media independence

The preservation of video content depends upon having the payload in a preservable dig-
ital form, i.e., a form that can be managed for the long term.The preservable form that
we seek must be media-independent or; to use a current term in broadcasting, file-based.

As indicated in the introduction (section A.l), media independence is not absolute. The
management of all forms of digital data, including video, is accomplished in systems that
employ storage media.The preservation of digital content depends upon storage media,
e.g., spinning disks, data tape, flash drives, or some combination thereof (or upon some
new form of media). For preservation over the long term, the content must be “stor-
age-system-migrated,”’ i.e., the files must be copied from media-to-media and/or from
device-to-device, when storage systems require refreshment due to obsolescence.This
fact of digital system life underlies the requirement that the formatting of data, to the
degree possible, be media and system independent. (Content will also require migra-
tion in terms of data formats--from format-to-format--but this variable is independent
of storage media.)

Sustainable digital data

The goal for an archive is to sustain content for the very long and indefinite future: we
might as well say forever. As suggested above, however, format sustainability is meas-
ured against an undefined long term, i.e.,“a reasonable period,” “as long as practicable,”’
but not forever. More often than not, the content that an archive manages has been
migrated from one format to another at some earlier point in its life and it will be mi-
grated again as time passes. A sustainable format is one that, when it takes its turn in
this succession of migrations, can support the three guiding principles identified in the
introduction (A.1):

I. Sustain authentic and complete copies of the original recordings

2. Sustain very high levels of quality in terms of the reproduction of picture and
sound

3. Sustain features or elements that support access by future users

For reference, the following sidebar reiterates seven sustainability attributes of formats
using wording excerpted from the Library of Congress sustainable formats web site.*
Other authorities have also de